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1. Introduction
Major complications arise from the recent increase in the amount of high-dimensional data, including high computational costs and memory requirements. Feature selection, which identifies the most relevant and informative
attributes of a dataset, has been introduced as a solution to this problem [1]. Most of the existing feature selection methods are computationally inefficient; inefficient algorithms lead to high energy consumption, which is not
desirable for devices with limited computational and energy resources. We present a novel feature selection method, named QuickSelection, which introduces the strength of the neuron in sparse neural networks as a criterion to
measure the feature importance . This criterion, blended with sparsely connected denoising autoencoders trained with the sparse evolutionary training procedure, derives the importance of all input features simultaneously. The
corresponding paper is available online on arxiv [2].

2. Methodology
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Figure 1. A high-level overview of the proposed method, QuickSelection.

• Training. We train a sparse denoising autoencoder (DAE) with sparse evolutionary training (SET) [3].

• Neuron Strength. We determine the importance of the neurons based on their strength.

• We estimate the strength as si =
∑n1

j=1 |W 1
ij |, where n1 is the number of neurons of the first hidden layer,

and W 1
ij denotes the weight of connection linking input neuron i to hidden neuron j.

• Feature Selection. We select the features corresponding to the neurons with K largest strength values.

4. Visualization of Neurons’s Strength
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Figure 3. Neuron’s strength on the MNIST dataset

• At the beginning of training: All the neurons
have small strength due to the random initial-
ization of each weight to a small value.

• During the network evolution: Stronger con-
nections are linked to important features grad-
ually, and therefore, the strength of important
neurons/features increases.

• After 10 epochs: As can be seen in Figure 3,
the neurons in the center of the map become
stronger. This pattern is similar to the pattern of
MNIST data in which most of the digits appear
in the middle of the picture.

3. Evaluation
To evaluate the methods, we compute a ranking-based
score:

• On several dataset and for several value of K,
we rank the methods based on the running time,
memory requirement, clustering accuracy, and
classification accuracy

• Give a score of 1 to the best and second-best
performer

• The summation of scores are shown in Figure 2.

• Our proposed method is able to achieve
the best trade-off between accuracy, run-
ning time, and memory usage, among all
these methods.
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Figure 2. Feature selection comparison using a
ranking-based score.

5. Conclusions
• Efficient Feature Selection. We show that feature selection can be performed using neural networks

efficiently in terms of computational cost and memory requirement.

• Reducing Energy Cost. Efficient feature selection can pave the way for reducing the ever-increasing
computational costs of deep learning models. This will not only save the energy costs of processing high-
dimensional data but also will ease the challenges of high energy consumption imposed on the environment.
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